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The memorization effect

• The memorization effect(ME) is a phenomenon that deep neural networks

(DNNs) memorize clean data before noisy ones.

• Recent SOTA algorithms for handling noisy label problems are based on the

ME.

• However, the ME may not occur in certain scenarios,

1. labels have an imbalanced distribution.

2. labels are heavily contaminzted.
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Overview of IOFM

• Let’s consider an over-fitted DNN and its feature space, i.e., the map of the

highest hidden layer.

• For a given training sample (x∗, y∗), x∗ is located close to other inputs sharing

the label y∗ regardless of anomalousness of y∗ on the feature space.

• When they consider the original input space, the similarity between x∗ and its

neighbors, chosen from the feature space, would be quite different on the

original input space depending on whether y∗ is clean or noisy.

• Conceptually, The IOFM measures how similar the neighbors of a given data

chosen from the feature space are on the input space and decides the data as

clean when the similarity is large.
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Notation

• x ∈ X ⊂ Rd : Observed input vector.

• y ∈ [K ]: Observed label, where [K ] = {1, . . . ,K}.

• ygt ∈ [K ]: Ground-truth label, where [K ] = {1, . . . ,K}.

• (x, y) is cleanly labeled if y = ygt and noisily labeled if y ̸= ygt.

• Let Dtr = {(xi , yi ) , i ∈ [n]} be a training data set, and

Ctr =
{
(x, y) ∈ Dtr : y = ygt

}
be the set of clean labeled samples.

• Our goal is to identify the clean labeled subset Ctr from Dtr accurately.
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Proposed Method: IOFM

• Let p(x; θ) : Rd → RK be a discriminative DNN parametrized by θ.

• Also, let h(x; θ) be the feature vector of p(x; θ), the output of the DNN’s

highest hidden layer.

• Furthermore, let p(x; θ̂)(p̂(x)) be a DNN that perfectly memorizes Dtr and

h(x; θ̂)(ĥ(x)) be its feature vector.

• For a given training sample (x∗, y∗) ∈ Dtr, let (xnbd, ynbd) ∈ Dtr be the

nearest to (x∗, y∗) on the feature space, defined by

xnbd = argmin
x∈Dtr\{x∗}

∥∥∥ĥ(x)− ĥ (x∗)
∥∥∥
2
.
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Proposed Method: IOFM

• The authors have noticed a distinct difference in the behavior of p̂y∗(x)

depending on its cleanness, which will be utilized for developing the new score.

• That is, the area under p̂y∗(x) over the intervals between x∗ and xnbd, defined

as ∫ 1

0

p̂y∗ (αx∗ + (1− α)xnbd) dα

is large when y∗ is clean while it is relatively small when y∗ is corrupted.

• Let {xnbd,l}Ll=1 ⊂ {xi : yi = y∗, i ∈ [n]} \ {x∗} be L neighborhood training

inputs of x∗ in the feature space. Then, they proposed the following averaged

score

1

L

L∑
l=1

∫ 1

0

p̂y∗ (αx∗ + (1− α)xnbd,l) dα. (1)
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Proposed Method: IOFM

• Finally, The authors approximate the integration in (1) by the trapezoidal rule

as follows:

sIOFM (x∗, y∗) =
1

L

L∑
l=1

H∑
h=1

1

2H
(p̂y (xl,h−1) + p̂y (xl,h)) ,

where xl,h = H−h
H

x∗ + h
H
xnbd,l and H is the number of trapezoids, to have the

IOFM score.
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Improvement of IOFM

• MixUp Loss Function: To enhance the smoothness of a trained DNN

more while keeping memorizing training data, it would be helpful to use

[2, Mixup], whose loss function is given as:

E
(x1,y1),(x2,y2)∼Dtr

E
λ∼B(α,α)

CE (Mixλ (y1, y2) , p (Mixλ (x1, x2) ; θ))

• Use of Multiple IOFM Scores: During the training process of the DNN

until over-fitting, the authors calculate the IOFM scores at different

training epochs and take the average for the final score.

• Computation Time Reduction in Searching Neighbors: This issue

can be addressed by only restricting the neighbor search among a small

subset of randomly sampled training data that share the same label.
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Experiment
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DivideMix in semi-supervised learning

• The IOFM can be applied to learn deep classification models with noisy labeled

data.

• In this paper, the authors consider a combination of the IOFM with the [1,

DivideMix], one of the state-of-the-art methods for learning classification

models in the presence of noisy labels.

• To combine the IOFM and DivideMix, the authors simply substitute the

per-sample losses used in the DivideMix with the IOFM scores.
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Experiment
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Appendix: Proposal
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Appendix: Algorithm
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Appendix: Dividemix & Mixmatch
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Appendix: Dividemix & Mixmatch
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