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Few-shot in the boundary

• It is known that in hyperbolic neural networks, embeddings are prone to

converge to the boundary of Pd
k - in practice, the effective radius reff.
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Hyperbolic prototypical learning

• Assume an image dataset I with C semantic classes.

• If M is a manifold and fθ : I → M is an image encoder parametrized by

θ, a typical approach models the probability of zi ∈ I being of class c as

p(c|zi ) =
exp(−dM(wc , f (zi ; θ)))∑
k exp(−dM(wk , f (zi ; θ)))

(1)

where wc ∈ M is the centroid of the c-th class.

• While classic networks use l22 as dM (related to a Bregman divergence),

Poincaré networks use the geodesic distance (4) instead.
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Hyperbolic prototypical learning

• For simplicity, let xi = f (zi ; θ) and reformulate the objective :

Li := dM(wc , xi ) + log
∑
k

e−dD(wk ,xi ) (2)

x = arg min
x

∑
i

Li = (arg min
x1

L1, . . . , arg min
x|I|

L|I|)

That is, we optimize over x instead of θ.

• Then, the optimal state of x is obtained by
▶ pick C direntions in Rd

▶ set the direction of each embedding to match that of its class xi = rwc for

a certain r > 0
▶ the first term of Li is automatically zero and the second term goes to −∞

as the embeddings approach the boundary (r → 1/
√
−k).
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High-dimensional hyperbolic space

Hyperbolic measure concentration

For large d , the volume of a hyperbolic ball is concentrated close to its

boundary.

• The proposition leads to the hypothesis : given the high dimensionality of

the Poincaré ball used in the hyperbolic few-shot literature, embeddings

should lie at, or close to, reff.

• QUESTION : The hyperbolicity of the learnt representation space????
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The Euclidean vs hyperbolic disparity

• In fact, a hyperbolic (d − 1)-sphere containing embeddings at reff from the

origin is isometric to an Euclidean (d − 1)-sphere of radius 2/
√
−k+2reff

1/
√
−k−reff

.

• Plus, Euclidean metric l2 is not that different from the hyperbolic.
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Fixed-radius Euclidean embeddings

• Based on the facts, the authors proposed a fixed-radius Euclidean

embeddings with the metric l2 ∝
√

1− cos(α).

• Given the radius hyperparameter r = 1/
√
k (k > 0 is a shperical

curvature) and the Euclidean backbone f (·; θ), the embeddings fed to the

prototypical loss (1) are computed as

r
f (x; θ)

∥f (x; θ)∥2
• This Euclidean architecture is ahead of the hyperbolic few-shot SoTA in

most of the experiments conducted.
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Experiments

• Used a 4-layer ConvNet as backbone with variable output dimension equal
to d . These embeddings were then projected
▶ to the Poincaré ball through the exponential map at the origin
▶ through magnitude rescaling in the Euclidean case

• In the latter, the radius is a hyperparameter, similarly to the curvature in

the former.

10



Experiments
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Hyperbolic Space

• Hyperboloid model

Hd
k := {x ∈ Rd,1|⟨x, x⟩L =

1

k
, xd+1 > 0}, with curvature k < 0

⟨x, x⟩L :=
d∑

i=1

xiyi − xd+1yd+1, Rd,1 := {x = (x1, . . . , xd+1) ∈ Rd × R}

• Poincaré Model

Bd
k = {x ∈ Rd : ∥x∥22 < − 1

k
}, k < 0

• Poincaré ball can be derived from the hyperboloid model as follows.

Π : Hd
k → Pd

k

Π(x) :=

(
x1

1 +
√
−kxd+1

, . . . ,
xd

1 +
√
−kxd+1

)
(3)

12



Hyperbolic Space
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Hyperbolic Space

• The inverse projection of (3), Π−1 : Pd
k → Hd

k takes the form

Π−1(u) =

(
λ(u)u,

1√
−k

(λ(u)− 1)

)
λ(u) = 2/

(
1 + k∥u∥22

)
• The Poincaré exponential map at the origin

Exp0(v) = tanh
(√

−k∥v∥2
) v√

−k∥v∥2

projects a tangent vector back to the ball.

Note that since Poincaré ball is open, the tangent space at each point is simply

isomorphic to Rd . On the other hand, hyperboloid has an explicit form of a

tangent space at each point.
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Hyperbolic Space

• Poincaré geodesic distance between any x and y ∈ Pd
k is given by

dPd
k
(x, y) :=

2√
−k

arctanh(
√
−k∥ − x⊕ y∥2) (4)

where x⊕ y =
(1− 2k⟨x, y⟩ − k∥y∥22)x+ (1 + k∥x∥22)y

1− 2k⟨x, y⟩+ k2∥x∥22∥y∥22
• Poincaré image encoder

Given an Euclidean backbone f with parameters θ, the hyperbolic image

encoders embeds an image x as follows:

h(x; θ) = ExpP0 (f (x; θ))
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