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Overview

Problem: (Group-)fair regression

We aim to find a function that minimizes the mean squared error under the
demographic parity constraint.

Idea: Alignment of predictions using Wasserstein barycenter.

Proposed method: A post-processing algorithm for perfect fairness.
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Notation

Variables

X ∈ Rd : an input random vector

Y ∈ R : a real-valued output

S ∈ S : a sensitive attribute (e.g., S = {0, 1})

Distributions

P : the joint distribution of (X,S, Y ).

PX,S : the marginal distribution of (X,S).

Cumulative Distribution Function (CDF)

For a given probability measure µ, we denote Fµ as the CDF of µ.

Quantile Function

For a given probability measure µ, we denote Qµ : [0, 1] → R as the quantile function
of µ. That is, Qµ(t) = inf{y ∈ R : Fµ(y) > t} for t ∈ (0, 1].
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Problem setting

A standard regression model:
Y = f(X,S) + η,

where η ∈ R is a centered random variable.

Let f∗ be the true regression function such that

f∗(x, s) = E (Y |X = x, S = s) .

Given f, denote νf |s as the conditional distribution of f(X,S)|S = s.

The CDF of νf |s is given by

Fνf|s(t) = P(f(X,S) ≤ t|S = s).
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Fairness notion

Definition 1 ((Strong) demographic parity)

A prediction model g : Rd × S → R is fair if, for every s, s′ ∈ S

sup
t∈R

∣∣P(g(X,S) ≤ t|S = s)− P(g(X,S) ≤ t|S = s′)
∣∣ = 0. (1)

Strong demographic parity defined in this paper requires the Kolmogorov-Smirnov
distance to be zero for all s, s′.
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Main results

Theorem 2

Let ps := P(S = s). Assume that νf∗|s has a density for each s ∈ S. Then, we have

min
g is fair

E (f∗(X,S)− g(X,S))
2
= min

ν

∑
s∈S

psW2
2 (νf∗|s, ν) (2)

Moreover, if g∗ and ν∗ solve the left-hand-side and the right-hand-side of Equation (2)
respectively, then ν∗ = νg∗ and

g∗(x, s) =

(∑
s′∈S

ps′Qf∗|s′

)
◦ Ff∗|s(f

∗(x, s)).

Implication: We can obtain an optimal fair regression model by: sequentially doing

(i) quantile matching and (ii) transforming to barycenter.
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Main results

In other words, the optimal fair prediction model g∗ is a transformation of f∗ defined by

g∗(x, s) = psf
∗(x, s) + (1− ps)t

∗(x, s),

where t∗ is a correction so that the quantile of f∗(X, s) is the same as the quantile of
f∗(X, s′) for s ̸= s′.
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Main results

Let Dn := {(xi, si, yi)}ni=1 be a given dataset. Let Ds
n := {(xi, si, yi) ∈ Dn}i:si=s be a

subset of Dn conditional on s and let ns = |Ds
n|.

Let F̂f |s and Q̂f |s be the empirical CDF and empirical quantile function for a given f,

respectively. Let f̂ be a given prediction model (e.g., empirical risk minimizer) and
define

ĝ(x, s) =

(∑
s′∈S

p̂s′Q̂f̂ |s′

)
◦ F̂f̂ |s

(
f̂(x, s) + ϵ

)
,

where ϵ ∼ Unif([−σ, σ]).

Assume that (i) νf∗|s admits a bounded density for each s ∈ S and (ii) there exists a

positive constant c and a sequence bn such that E|f∗(X,S)− f̂(X,S)| ≤ cb
−1/2
n .

Theorem 3

Set σ ≲ mins∈S n
−1/2
s ∧ b

−1/2
n . Then, we have

E|g∗(X,S)− ĝ(X,S)| ≲ b−1/2
n

∨(∑
s∈S

psn
−1/2
s

)∨√
|S|
n

. (3)
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Experiments

Performance measures

Prediction

MSE(g) =
1

n

∑
(xi,si,yi)∈Dn

(yi − g(xi, si))
2

Fairness

KS(g) = max
s,s′∈S

sup
t∈R

∣∣∣∣∣∣∣
1

ns

∑
(xi,si,yi)∈Ds

n

I(g(xi, si) ≤ t) −
1

ns′

∑
(xi,si,yi)∈Ds′

n

I(g(xi, si) ≤ t)

∣∣∣∣∣∣∣ (4)
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Experimental results

Performs well for various datasets and models.

MSE is slightly larger than the baselines, while KS is slightly lower than the baselines.

Kunwoong Kim September 30, 2025 10 / 11



Kunwoong Kim September 30, 2025 11 / 11


