
Ensemble Bayesian Inference

Leveraging Small Language Models

to Achieve LLM-level Accuracy in Profile Matching Tasks

김찬우

August 6, 2025

Department of Statistics, Seoul National University



목차

Introduction

Ensemble Bayesian Inference Framework

Baseline Comparison Models

Data Construction and Evaluation

Experimental Results and Conclusion

Discussion

Appendix

1



Introduction



Introduction

• Large Language Models (LLMs) shows human-level accuracy in medical

diagnosis

• Potential in cognitive tasks (e.g., diagnostic summarization)

• AI in psychology: Potential to replace human judgment?
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Introduction

• Existing evaluation tasks focus mainly on surface-level accuracy.

• Such tasks fail to assess whether a model can make human-like judgments.

• We suggest:

• structured matching task to evaluate human-like judgments

• Ensemble model with SLM

3



Ensemble Bayesian Inference

Framework



EBI Framework: Core Computation

For each small language model (SLM), we compute:

J
(1)
ij = s

(1)
ij · P(aj | bi)(1)

J
(2)
ij = s

(2)
ij · P(aj | bi)(2)

...

J
(N)
ij = s

(N)
ij · P(aj | bi)(N)

• s
(n)
ij : confidence score output by SLMn

• P(aj | bi)(n): estimated match likelihood from SLMn

• J
(n)
ij : weighted judgment of candidate aj for input bi
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EBI Framework

Type 1 Prompt (Answer Likelihood)

• Given input bi and candidate aj

• Ask the model to choose the best matching aj

• Estimate P(aj | bi) by frequency → cij/ni

Type 2 Prompt (Confidence Estimation)

• Given bi and candidates {aj}, ask the model to rank them or assign

confidence scores.

• Convert ranks or scores into a normalized confidence vector.

• sij reflects the model’s subjective confidence:
∑

j sij = 1
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EBI Framework

article tikz
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Baseline Comparison Models



Baseline Model: Feedback–Reflect–Refine Mechanism

Key Characteristics:

• Step-by-step elimination based on pairwise judgment.

• Wrong early eliminations cannot be recovered later.

• Recursive review is used to correct inconsistencies.

Processing Structure
The model cycles through Feedback → Reflect → Refine until all conflicts in

judgment are resolved.
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Baseline Model: Sequential Processing Steps

Step-by-step Flow:

1. S1 ― Initialization (System Prompt) Filter candidates A using demographic

info (e.g., age). Update Aset; reset session if changed.

2. S2 ― Tournament-style Comparison If multiple candidates remain (n ≥ 2),

compare and eliminate them sequentially.

3. S3 ― Recursive Review When few candidates remain, re-check prior

decisions for contradictions or inconsistencies.

4. S4 ― Conflict Resolution If inconsistency is detected, re-evaluation is

triggered. Loop continues until conflict is resolved.
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Data Construction and Evaluation



Data construction

Source Data:

• 50 individuals’ aptitude test results

• 14 psychological items: sociability, self-reflection, task persistence, risk

avoidance, and others

Profile Generation via GPT-4o:

• Profile A: Generated with prompts encouraging self-improvement and

personal growth → Perspective: ”Enhancing future performance”

• Profile B: Generated with prompts focused on work execution and

professional evaluation → Perspective: ”Task behavior and observable

weaknesses”
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Experimental Results
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Data construction

Design Principle:

• A B has 1 to 1 matching profile

• Different prompts ensure preventing simple word-matching

• Enables evaluation of deeper inference, not surface similarity
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Evaluation Metrics

• Accuracy (Acc)

Acc =
nc
N

(nc: number of correct matches, N: total samples)

• Lift (Improvement over Human)

Lift = 100
(nc
H

− 1
)

(H: number of human correct matches)

• Reach (Relative to Reference)

Reach = 100· nc
Base

(Base = H or G : G is number of LLM correct matches)

12



Experimental Results and

Conclusion



Experimental Results
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Experimental Results
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Conclusion

1. Utilization of Weak Learners

Even SLMs with negative Lift contributed positively when appropriately

included in ensembles.

2. Effectiveness of the EBI Method

Weighting based on subjective scores (e.g., sij, cji) improved ensemble

performance over simple averaging.

3. Versatility Across Tasks and Languages

EBI-based SLM ensembles achieved consistent improvements across tasks

(e.g., aptitude, purchase) and languages (Japanese, English).
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Discussion



Discussion

• The model utilizes a Bayesian-like formulation (sij · P(aj | bi)), but no actual

Bayesian posterior estimation is performed.

• Unclear whether the task actually tests reasoning

• Need for a metric to assess dataset matching difficulty and reasoning

demand
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Appendix B.1 - Prompt Type 1
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Appendix B.2 - Type 2 Prompt
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