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Intro

• Knowledge Graph(KG) power tasks like search and QA, but manual curation is costly and hard to 
scale.

• Directly using LLMs yields inconsistent or redundant facts due to the absence of a unified 
schema(Ontology), and alignment with existing Knowledge Base(KB) is difficult, especially for 
proprietary documents beyond pretraining. 

Goal

• Ontology-grounded LLM pipeline (grounded in Wikidata) that constructs high-quality, 
interpretable, and interoperable KGs with minimal human intervention. 



Ontology-grounded Automatic Knowledge Graph Construction 
by LLM under Wikidata schema

Method: Ontology-grounded KG Construction

1. Competency Question1) (CQ) and Answer Generation using LLM

2. Relation Extraction from CQs and Ontology Matching

3. Ontology Formatting

4. KG Construction 

1) Competency question
Gruninger, Fox 1995, “Methodology for the Design and Evaluation of Ontologies”
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1. Competency Question (CQ) and Answer Generation using LLM

• Provide the LLM with instructions, examples, and a template, and have it generate CQs for the 
given document 

• Input the CQs generated by the LLM back into the LLM to generate answers for each CQ.
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Prompt.1. CQ generation
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Prompt.2. CQ answering
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2. Relation Extraction from CQs and Ontology Matching

• A candidate property list is pre-populated from Wikidata2) Ontology. 

• The LLM extracts properties from CQs and provides brief descriptions, including their domain and 
range.

• These property descriptions are converted into sentence embeddings3), and a vector similarty 
search retrieves the top-1 (closest) candidate for each property.

• Then an LLM vets each pair to decide semantic similarity as a final dedupulication; if they are 
‘similar’, replace with the Wikidata property, otherwise the newly proposed property is retained. 

2) Wikidata is a large open knowledge base that represents information in RDF triples (Subject, predicate, Object)
3) bge-small-en (sentence embedding model)
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Prompt.3. Relation extraction
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Prompt.4. Ontology matching
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3. Ontology Formatting

• Use LLM to generate an OWL ontology based on the matched and newly created properties.

4. KG Construction

• Use LLM to construct a KG using the CQs and answers, grounded in the previously generated 
ontology. 

• For each (CQ, answer) pair, LLM extracts relevant entities and maps them to the ontology using 
the defined properties.

• The final output is a set of RDF triples that forms the complete KG.
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Prompt.6. KG generation

Knowledge Graph :
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Experiment

• Dataset:
- Wiki-NRE: 1,000 test samples, 45 relation types.
- SciERC: 974 test samples, 7 relation types.
- WebNLG: 1,165 test samples, 159 relation types.

• Evaluation Metric:
- Partial F1-score for KG triples based on WebNLG+2020 



Topics

• Knowledge Graph Construction with LLM

[IEEE, BIBM, 2024] From human experts to machines: An LLM supported approach to 
ontology and knowledge graph construction



From human experts to machines: An LLM supported approach to 
ontology and knowledge graph construction



From human experts to machines: An LLM supported approach to 
ontology and knowledge graph construction

Evaluation

1) Generated CQ Answers

• The LLM evaluated the alignment of generated answers with human-generated 
ground truth on a 0–10 scale.

• Scores were classified as Right (≥6), Wrong (<3), and Partial (3–5). 

2) Automatically Extracted KG Concepts

• The LLM verified whether KG concepts (triple) appeared in the generated CQ 
answers.

• Only five scholarly articles were manually annotated by experts to test the 
feasibility of the pipeline.
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Result
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Problem background

• Granularity mismatch: 
- LLMs operate at the token level while KGs are organized around entities spanning multiple 

tokens to represent a single entity. This mismatch hinders direct entity prediction by LLMs.

Goal

• Propose a lightweight head-centric fine-tuning that adds K prediction heads to perform next-K-
token one-shot entity prediction for KGs, trained with entity-level contrastive learning and HTT  
to align distributions.

K-ON: Stacking Knowledge On the Head Layer of LLM
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0. Problem Setup

• Let G = {E, R, T}, where E is the set of entities, R the set of relations

• Goal:

- Given an incomplete triple (e1,r1,?) or (?, r1, e2), the task is to predict the missing 
entity
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1. Tokenization & Encoding 

• Given an input sentence, tokenize it:

Encode the token sequence using a transformer M: 

Let        denote the hidden representation at the final position of the query.

The original LLM head H produces the output distribution:
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2. K-ON: Creating K ‘step representations’ with head MLPs 

• Project the shared hidden representation        through K  MLP heads:

Each        represents the intermediate feature for predicting the k-th token of the    
entity.



K-ON: Stacking Knowledge On the Head Layer of LLM

3. Conditional Attention (small Transformer) to restore sequential dependencies 

• Define a causal maks

Feed the sequence       into a small transformer      with causal masking, then apply 
residual connection:

Now        serves as the final prediction vector for the k-to token. 
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4. Vocabulary Distribution via LoRA Score Layer

• Apply LoRA to the score layer for each step:

• Each      is the predicted distribution for the k-th token. 
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5. Label Entity as a Token Sequence of Length K

• Tokenize the entity label le and normalize to fixed length K using padding/truncation:

Ex) for K = 4:
“Matt Damon” → [Matt, Damon, <pad>, <pad>]
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6. Stack Token Distributions and Gather Entity Token Probabilities

• Stack the token distribution:

• Extract the probabilities corresponding to entity token positions:
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7. Aggregate Token-Level Scores into Entity Score

• Apply weighted sum over token positions with learned weights:

• Here,     represents the aggregated score for entity e.
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8. Loss

1) Entity-Level Contrastive Loss (NCE)

where e: correct entity and a sampled set of negatives          

2)   Head Trajectory Tuning

(1) Supervised Fine-Tuning

(1) Token Distribution Tuning 
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Results (MRR, Hits@1/3/10)
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