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PFN

Transformers Can Do Bayesian Inference (2022, ICLR)
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Introduction

Prior dataset construction

Dataset Pre-training Features

Version # Samples # Features Structure # Datasets Training time Missing Categorical Uninformative

PFN (?) 60 BNN 500,000

100 steps

batch size 100

3:14 hours

NVIDIA Tesla V100(?)

TabPFN 1,024 100 SCM (random MLP edges) 9,216,000

18,000 steps

batch size 512

20 hours

8 GPUs (RTX 2080 Ti)

⃝ ⃝ ⃝

TabPFN v2 2,048 160 SCM (MLP, tree, discretization edges) 128,000,000

2,000,000 steps

batch size 64

2 weeks

8 GPUs (RTX 2080 Ti)

⃝ ⃝ ⃝
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Introduction

Experiments

Dataset Tasks

Version Maximum training samples Maximum features # Classes Binary Classification Multi-class Classification Regression Robustness Density Estimation Synthetic Data Generation Representation

PFN 100 (train:test=3:7) 10 2 ⃝

TabPFN 1,000 (randomly split) 100 10 ⃝ ⃝

TabPFN v2 10,000 (train:test=9:1) 500 10 ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ ⃝
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Overview of the TabPFN prior.
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Overview of the proposed method
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Experiment Result

Orange for the ground truth and blue for model predictions.
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Experiment Result
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Thank you!


