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e Using multi-marginal 2-Wasserstein barycenters, offers a closed-form
solution of the learning problem (DP).

e Rewrite the optimal fair solution into a sequential form.
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e Features: X € X C R¢, Target: Y € Y C R.

e Sensitive: A = (A1,...,A4;) € Ay x --- A, where 4; ={1,...,K;}
with K; € N.

o Apivk = (Ais. ., Aigg).

e Predictor: f: X x A — ). F: set of predictors f.

e vy p.m. of f(X,A) vpq: p.m. of f(X,A)|A=a.

o Fro(u) :=P(f(X,A) <ulA =a)

. Qf‘a( v) :=inf{u € R: Fyq(u) > v}.

o R(f) = E(Y - f(X, A)?.

. f (X,4) = E[Y|X, A]

p.m.=probability measure
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Single Sensitive Case (previous result from [2])

e Sensitive A € {1,...,K}, p, =P(A =a).
e Fairness measure (Strong DP)

acA

() =max [ Qs - Qpa(w)] du
u€(0,1]

e Optimal fair predictor

fp = arg min{R(f) : U(f) = 0}
feF
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Single Sensitive Case (previous result from [2])

e Minimizing R(f) = minimizing E(f*(X, A) — f(X, A))2.

min E(f*(XaA) - f(XaA))Q = min Z paW22(Vf*\a7V)
FUH)=0 v

e A map to the minimizer p 4 : V — V:

pA(vys) := min Z pawg(yf*‘a,y) (Wasserstein Barycenter)
g a€[K]

e Closed-form solution of f:

fB($7a) = (Z pa’Qf*a’) OFf*|a(f*(wva))

a’'eA
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Extension to Multiple Sensitive Case

e Fairness measure (Strong DP)

a; €EA;

Ui(f) = max / oy 970 = Qg )]

itk () = Ui (f) = Ui () + .- + Ui (f)

e Optimal fair predictor (marginal)
fB, = arg min{R(f) : Ui(f) = 0}
feFr

fB;(x,a) = (Z pa;Qf*a;> 0 Fel, (f* (2, a))

a,€A;
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Extension to Multiple Sensitive Case

Sequentially fair mechanism

e Optimal fair predictor

fp = arg min{R(f) : Ur.-(f) = 0}
feF

e Under some assumptions, the optimal fair predictor is (Proposition
4,5):

fB($>a’) = (fBl O OfBr)(waa’)

= (B, © " [B,y) (@, @)
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Fairness Level Control

Single sensitive case [2]

fp, € arg min{R(f) : U (f) <1 - UL (f")}

feF
B (X, A):=(1—e1) fp(X,A)+e1- [ (X, A)
Multiple extension (This paper)

f = arg min {R(f) U< Y = 'Ui(f*)}

fer

T5(X, A) = (J50 00 70 ) (X, 4)
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Calculation

e f* < f: plug-in with any unfair ML model.

fB\i(x’a') = Z ﬁa; ° Qﬂai (f(w’a)>

a,€A;

fB=fp,o-0fB,
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Experiments

Sequential fairness operation

Difference in predicted salary

Stepwise balanced e-fairess
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Figure 3: Applications on the folktables data set. Left pane, visualisation of the combined unfairness across two sensitive
attributes and intermediate solutions rendering predictions fair on only one of them. Center pane, marginal changes to predicted
income when rendering fair the predictions w.r.t. a single variable and the baseline predictions. Right pane, visualization of
global metrics when correcting the score first for race, but keeping the average predicted salary of female individuals constant.
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