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Introduction

® Previous mixup-based fairness methods assume only one binary sensitive
attribute.

e MultiFair extends mixup to fuse data across all sub-groups, creating a
“neutral domain” that removes information about multiple sensitive
attributes at once.

® In this paper, authors design three mixup schemes that balance information
fusion across attributes while retaining distinct visual features critical for
training valid models.



Mixup operation for single attribute

» Mixup operation:

e ¥y=4{0,1},8 ={0,1}: label and sensitive-attribute spaces.

® X =, o1y .0cq00) Xue ™ s the entire training dataset, where 7"
denotes the subset with label y and sensitive attribute s.

® For each z; € X' with label y; and sensitive attribute s;, randomly choose

a counterpart z§ from X7 4" ..
® Then, the mixed sample z}" is composed as follows:
=+ (1= Nazi Vi=1,...,n

where X is a weighting parameter randomly set during training.



Mixup operations for multiple attributes

* Smiling classification using the CelebA dataset.
» Sensitive attribute : {Male, Young, Eyeglasses}
* Only smiling images (y = 1) are considered.
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3) Mixup via interpolations

@: For each sensitive attribute,
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a different attribute value.
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Mixup operations for multiple attributes

1) Mixup in Turn

e 87 ={0,1} : j-th sensitive attribute, for j = 1,..., K.

e At each training step, only one attribute &7 is selected.

® X" = U, crony.0cq01) Xueg ' the full training dataset, where X775
denotes the subset with label y and j-th sensitive attribute s.

e For each z; € X" with label y; and j-th sensitive attribute s;;, randomly
select a counterpart as
IEZC c Xt'rain

Yirl=8ij,J°

® Then, the mixed sample z}" is composed as follows:
=+ (1= Nz Vi=1,...,n

where X is a weighting parameter randomly set during training.



Mixup operations for multiple attributes

2) Mixup in Distance

® V(z;): the mapping function that outputs all K sensitive attributes of x;.
eg V(z;)=[0,1,1,---,0] € {0,1}F

® Forz; € X" randomly select a counterpart as

x; € ArgMaXy, ¢ ytrain

® Then, the mixed sample z]" is composed as follows:
it =+ (1= Nz Vi=1,...,n

where X is a weighting parameter randomly set during training.



Mixup operations for multiple attributes

3) Mixup via Interpolations

® V;(z;): the mapping function that outputs j-th sensitive attribute of ;.
e Forxz; € X" randomly select K samples as

T, E X =1, K.

e Then generate counterpart of z; as

1
j=1
® Then, the mixed sample z}" is composed as follows:
it =+ (1= Na2i [ Vi=1,...,n

where X is a weighting parameter randomly set during training.



Experiment Result

{Results for CelebA dataset) {Fairness-accuracy trade-off across different attribute>
Considered . Mean so $1 Chubby Goatee Gender
atributes  Mehods Aoeb Arod pcer Acet . D - o~
Biased 755 82 146 714 796 . _—
Resample 743 8.4 124 722 76.4
EOP 721 07 712 737 . )
Tr . Adv 78.7 11.8 78.6 78.8
0PI FCRO 792 76 794 790

of chubby

Random 80 128 75.4 84.6

Distance  83.1 9.9 799 864 o " o /_/
In um 82 10 787 8524 |» / o
Interp.  80.3 59 789 803 | " /‘ “ 2
Biased 776 104 26 724 828 [2° - 8
Resample  79.1 7.3 158 753 829
EOP 80.1 129 175 786 816 L - . o T 4
The presence Adv 818 7 18 794 842
 pres FCRO 816 6.1 132 796 836 L -
of goatee /
Random  80.8 18 758 858 v . -
Distance ~ 83.8 192 789  $88 g
Inwm 831 186 778 882 * . ©
Interp. 863 151 802 863 -
Biased  80.1 286 774 828 , i » "4 s » T v, »
Resample  79.3 231 785 801 DEO
EOP 773 172 768 778
Adv 82.6 216 822 83
Gender FCRO 836 193 830 842

20.6 82.8 88.6
16.2 85.7 89.6
18.2 84.1 89.8

18 85.8 85.1

Random 85.7
Distance  87.7
Inwm 869
Interp. 855
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Experimental setup

» Datasets

® CelebA
o 202,599 images of real celebrity faces, all centrally aligned to a frontal view.
o Each image comes with 40 binary attributes (e.g., eyeglasses, smile, gender) and 5
facial landmarks (both eyes, nose tip, and mouth corners).
o This paper conducts training using information from three sensitive attributes.

(gender, chubby, and goatee)

» Baseline Methods

® Preprocessing

o Resampling method
® |n-Processing

o Adversarial training methods (Adv)

o Fair classification orthogonal representation (FCRO)
® Preprocessing

o EOs postprocessing methods (EOP)



