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As artificial intelligence (Al) models have become increasingly complex, interpretability has emerged
as a key concern. While post-hoc explanation methods such as LIME and SHAP have been widely
used, they often provide only local approximations of black-box models and fail to deliver faithful
global interpretations. The functional ANOVA model, which decomposes a high-dimensional
function into a sum of low-dimensional components, offers a promising alternative as a transparent-
box model for interpretable Al. However, recent neural implementations of this model, such as NAM

and NBM, suffer from unidentifiability issues, making component-wise interpretation unreliable.

In this paper, we propose a new neural network architecture, Tensor Product Neural Networks
(TPNN), for the functional ANOVA model. TPNN leverages tensor product basis expansion and
replaces traditional basis functions with specially designed neural networks to ensure identifiability
and robustness. This design allows each component to be accurately and stably learned via
standard stochastic gradient descent algorithms. We further introduce ANOVA-TPNN, a model that
integrates TPNNs to estimate the entire functional ANOVA decomposition.

We theoretically establish the universal approximation property of ANOVA-TPNN for Lipschitz
functions. Empirical results on multiple benchmark datasets demonstrate that our method provides
more accurate, stable, and interpretable component estimates than existing models such as NAM,
NBM, NODE-GAM, and XGBoost—without compromising predictive performance. Furthermore, our
model supports practical constraints such as outlier robustness and monotonicity, making it suitable

for trustworthy Al applications.
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Chatgpt . In recent years, the demand for interpretable machine learning models has grown alongside the
rapid advancement of highly expressive, yet often opaque, predictive algorithms. While deep neural
networks and other complex models have achieved impressive accuracy across a wide range of
tasks, their lack of interpretability poses significant challenges in high-stakes domains such as
healthcare, finance, and scientific discovery. In response to these concerns, functional decomposition
techniques, such as the Functional ANOVA (FANOVA) model, have gained attention for their ability

to provide structured, interpretable representations of multivariate functions.

The Functional ANOVA model decomposes a multivariate function into a sum of components
representing main effects and higher-order interactions among input variables. This decomposition
not only enhances interpretability by isolating the contribution of individual features and their
combinations, but also supports model simplification, variable selection, and sensitivity analysis.
However, conventional approaches to estimating fANOVA components—such as kernel methods,
additive models, or basis function expansions—often suffer from limited flexibility, scalability issues,

or challenges in capturing complex nonlinear interactions, especially in high-dimensional settings.
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To address these limitations, we propose a novel approach that leverages the expressiveness of
neural networks while maintaining interpretability through a structured architecture. Specifically, we
introduce a model that estimates the components of the Functional ANOVA decomposition using a
Tree-structured Polynomial Neural Network (TPNN). The TPNN architecture is designed to
represent multivariate polynomial functions in a hierarchical and interpretable manner, enabling the
model to capture intricate interactions between variables while preserving the decomposability
inherent to the fANOVA framework.

Our proposed method bridges the gap between interpretability and expressiveness, offering a new
paradigm for function approximation that is both transparent and powerful. We demonstrate that
the TPNN-based fANOVA model can effectively recover underlying functional structures and provide

meaningful insights into variable interactions, while maintaining competitive predictive performance.
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