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Introduction

• Problem:

In classification tasks with multiple protected attributes

A = (A1, ...,Ad),

intersectional unfairness is defined as

u∗ = sup
(y ,a,a′)∈Y×A2

∣∣∣∣∣log Pr(Ŷ = y | A = a)

Pr(Ŷ = y | A = a′)

∣∣∣∣∣
but the number of subgroups grows exponentially (i.e., 2d), leading

to data sparsity issues,

Ŷ = h(X ), h:classifier, X is features vector, Y is the label in Y
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Introduction

• Objective:

To leverage marginal unfairness

u∗k = sup
(y ,ak ,a

′
k )

∣∣∣∣∣log Pr(Ŷ = y |Ak = ak)

Pr(Ŷ = y |Ak = a
′
k)

∣∣∣∣∣
in order to better evaluate and understand µ∗ via:

• Bounding: Provide a probabilistic upper bound µ∗ ≤ ϵ

• Approximation: Partition the protected attributes to approximate µ∗
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Bounding

Probabilistic Upper Bound via Marginal Fairness

• Upper Bound:

u∗ ≤ ϵ

where ϵ = 2
√
2 s∗

√
δ + supy∈Y

{∑d
k=1 sup(ak ,a′k )∈A2

k
uk(y , ak , a

′
k)
}
,

with Pr(U > ϵ) ≤ δ, ϵ ≥ 0 , δ ∈ [0, 1] s.t. U = u(Ŷ ,A,A′)

• uk(y , ak , a
′
k) =

∣∣∣∣log Pr(Ŷ=Y |Ak=ak )

Pr(Ŷ=Y |Ak=a
′
k
)

∣∣∣∣
• s∗ = (σ2/3 + σ

2/3
y )3/2 with

L = log
pA(A)∏d

k=1 pAk (Ak)
and Ly = log

pA|Ŷ (A | Ŷ )∏d
k=1 pAk |Ŷ (Ak | Ŷ )

.
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Approximation

Partitioning to Approximate Intersectional Fairness

• Direct estimation of pŶ |A is difficult due to data sparsity in the joint

space.

• Partition A into groups using a partition q = {t1, ..., tm}
(partition of {1, ..., d})

• For each group t, define the group-specific marginal unfairness:

ut(y , at , a
′

t) =

∣∣∣∣∣log Pr(Ŷ = Y |At = at)

Pr(Ŷ = Y |At = a
′
t)

∣∣∣∣∣
where At = (Ak)k∈t , t ⊂ {1, 2, 3, ...m}

• The overall approximation is given by:

uI (q) = sup
y∈Y

{∑
t∈q

sup
(at ,a′t)∈A2

t

ut(y , at , a
′
t)

}
.
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Approximation
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Experiment
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