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PART 1

Fairness
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Metric of fairness

SP, equality of classification rates (statistical parity) 
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PART 1

Fairness
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Defining of Subgroup

1. group: fairness gerrymandering problem
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2. Need of Sub group : Fairness Violation evaluation → Auditing (subgroup searching)
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Auditing and Learning for subgroup Fairness
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(Learner-Auditor) Zero-sum game formulation
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Experimental setting and result

Experimental result
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Figure 1. Evolution of the error and unfairness of Learner’s classifier across iterations, for varying choices of γ.
(a) Error "t of Learner’s model vs iteration t. (b) Unfairness t of subgroup found by Auditor vs. iteration t,
as measured by Definition 2.3. See text for details.
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Experimental result

Figure 2. (a) Pareto-optimal error-unfairness values, color coded by varying values of the input parameter γ.
(b) Aggregate Pareto frontier across all values of γ.
Here the γ values cover the same range but are sampled more densely to get a smoother frontier. See text for details.
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Mathematical theorem
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Auditing ~ Weak Agnostic Learning reduction theorem
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Proving Computational equivalence
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