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XAI in Computer Vision
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XAI in Computer Vision

Base Model Structure
Additional
training

Concept
Supervision

Concept
Granularity

Concept
Form

Model
Agnostic

Backbone

Dissection

Network Dissection
(2017)

Post-hoc No Weakly-supervised Neuron Explicit No CNN

GAN-Dissect
(2019)

Post-hoc No Unsupervised Neuron Explicit No GAN
(generator)

CLIP-Dissect
(2022)

Post-hoc No Weakly-supervised Neuron Explicit No CLIP

CAV TCAV
(2018)

Post-hoc Yes Fully-supervised Image Semi-Explicit Yes CNN

ACE

ACE
(2019)

Post-hoc Yes Unsupervised Image Implicit No CNN

CRAFT
(2023)

Post-hoc Yes Unsupervised Image Implicit Yes CNN

CBM

CBM
(2020)

Pre-hoc Fully-supervised Image Explicit No CNN

Post-hoc CBM + CAV
(2022)

Post-hoc Yes Fully-supervised Image Explicit Yes CNN

Post-hoc CBM + CLIP
(2022)

Post-hoc No Weakly-supervised Image Explicit No CLIP

Label-Free CBM 
(2023)

Pre-hoc Weakly-supervised Image Explicit Yes CNN
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Landscape of Concept-based XAI model in Computer vision
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Label-Free CBM

CBM vs Label-Free CBM
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CBM vs Label-Free CBM
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Label-Free CBM

Architecture

Figure 2: Overview of our pipeline for creating label-free CBM.
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Architecture

Figure 2: Overview of our pipeline for creating label-free CBM.
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Experimental setup

Baseline

Evaluation

(1) Accuracy
(2) Global Explainability
(3) Instance-level Explainability
(4) Manual Editing of Final Layer

Datasets

• CIFAR-10
• CIFAR-100
• CUB-200
• Places365
• ImageNet

Model Concept Usage Concept Supervision Structure

CBM O Fully-supervised Pre-hoc

Post-hoc CBM (P-CBM) O Fully-supervised Post-hoc

Post-hoc CBM (w/ Concept Net) O Weakly-supervised Post-hoc

Sparse Linear Model X - Post-hoc

IBD X - Post-hoc

Label-Free CBM O Weakly-supervised Pre-hoc
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