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Outline

Conformal Prediction
• Prediction step) trained model → conformity scores
• Calibration step) find threshold to construct prediction set using

conformity scores
UQ from CP

• coverage: the probability that the true output is contained in
prediction set

• efficiency : size of the prediction set (smaller is better)
• Tradeoff: coverage ↔ efficiency

Main Question
• How can we improce CP to achieve provably higher efficiency by

satisfying the marginal coverage constraint for pre-trained deep
classifiers?

• Propose an algorithm named Neighborhood Conformal Prediction
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Notations

• x ∈ X : input
• y∗ ∈ Y: true output
• Z = X × Y
• Fθ: neural network with parameters θ
• Φ(X): representation of X from Fθ

• C(x): prediction set for input x
• V (x, y): non-conformity score
• B(x) , {x′ ∈ X : ‖x− x′‖ ≤ B}: neighborhood size of B
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Split Conformal Prediction (CP)

Q̂CP(α, V1:n) = min

{
t :

n∑
i=1

1

n
1[Vi ≤ t] ≥ 1− α

}
(1)
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Neighborhood Conformal Prediction (NCP)

NCP quantile

αNCP(α) = max

{
α̃ :

n∑
i=1

1

n
1[Vi ≤ Q̂NCP(α̃;V1:n; pi,1:n)] ≥ 1− α

}
(2)

Q̂NCP(α̃, V1:n; pi,1:n) = min

{
t :

n∑
j=1

pi,j1[Vj ≤ t] ≥ 1− α̃

}
Basic case

pi,j =
1 [Φ(Xj) ∈ B(Φ(Xi))]∑

k∈Dcal
1 [Φ(Xk) ∈ B(Φ(Xi))]

(3)

Special case

IW (xi, xj) = exp

(
−dist(Φ(xi),Φ(xj))

λL

)
(4)

pexpi,j =
IW (xi, xj)∑

k∈Dcal(KNN)
IW (xi, xk)

(5)
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Neighborhood Conformal Prediction (NCP)
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Theory

Theorem 1
Let QCP (α) , min{t : PX{V (X,F ∗(X)) ≤ t} ≥ 1− α},
αNCP (α) , max{α̃ : PX{X ≤ QNCP (α̃;X)} ≥ 1− α}, where
QNCP (α̃;X) , min{t : PX′{V (X ′;F ∗(X)) ≤ t,X ′ ∈ NB(X)} ≥ 1− α̃}
in population.
Then to achieve the same α, NCP gives smaller expected quantile and can
be more efficient than CP, under some conditions:

EX [QNCP (α;X)] ≤ QCP (α)
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Experimental Settings

Regression
• Dataset: BlogFeedback, Gas turbine, Facebook_i, MEPS_i
• Model: MLP with 3 hidden layers with 15, 20, 30 nodes
• Non-conformity score: V (x, y∗) = |y∗ − Fθ(x)|

Classification
• Dataset: CIFAR10, CIFAR100, ImageNet
• Model: ResNet architectures
• Conformity score: APS, RAPS
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Main Results

(a) Classification (b) Regression

Figure 1: Mean prediction set sizes, with the mean and s.d. over 5 (a) and 10 (b)
runs.
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