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Conformal Prediction
e Prediction step) trained model — conformity scores

e Calibration step) find threshold to construct prediction set using
conformity scores

UQ from CP

e coverage: the probability that the true output is contained in
prediction set

o efficiency: size of the prediction set (smaller is better)
e Tradeoff: coverage < efficiency
Main Question

e How can we improce CP to achieve provably higher efficiency by
satisfying the marginal coverage constraint for pre-trained deep
classifiers?

e Propose an algorithm named Neighborhood Conformal Prediction
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r € X input

y* € Y: true output

Z=Xx)Y

Fy: neural network with parameters 6
®(X): representation of X from Fj
C(x): prediction set for input =

V(z,y): non-conformity score
B(z) £ {2’ € X : ||z — 2/|| < B}: neighborhood size of B
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Split Conformal Prediction (CP)

. "1
Qcp(a,Vln mln{t Z£1V<t >1—a} (1)

i=1

Algorithm 1: Split Conformal Prediction (CP)

1: Input: Significance level @ € (0,1); Randomly split
data into training set D, and calibration set D, =
{Z17 e 7Zn}

2: If predictor Fj is not given, train a prediction model Fy
on the training set Dy,

3: Compute non-conformity score V; for each example
Zi S Dcal R

4: Compute Q°F(a, Vi.,,) as the [(1 — a)(1 + |Dewi|)]th
smallest value in {V; };ep,, asin (1).

5. C(xpy1) = {y : V(zps1,y) < QF(a, Vi) is the
prediction set for a testing input x,, 41
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Neighborhood Conformal Prediction (NCP)

NCP quantile

o (@) = max {d : i %1[% < QVP (& Viwms pitin)] > 1 — a} (2)

1=1

QNCP(a Vi Piin) mm{ Zp” V<t>1a}

Basic case
o - 1K) € BO(X.) “
YT S rep.., L[@(Xk) € B(2(X5))]
Special case '
IW (4, ;) = exp <_ dZSt(q)(fiiL)v ‘I’(%‘))> @)
Pl = IW (i, ;) -

ZkeDcal(KNN) IW (i, 2k)
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Neighborhood Conformal Prediction (NCP)

Algorithm 2: Neighborhood Conformal Prediction (NCP)

1: Input: Significance level o € (0,1). Randomly split
data into training set Dy and calibration set D,y =
{Zla e 7Zn}

2: If predictor Fy is not given, train a prediction model Fjy

on the training set Dy;.

Compute non-conformity score V; for Z € Dy

4: Compute importance weights p; ; for X;, X; € Dy
needed to identify neighborhood according to (3 or 5)

5: Find aN in (2) on Dy and set C(X,11) = {y :

V(Xn+17 y) S Q(aNCP’ Vl:n+17pn+1712n+1)} as the
prediction set for the new data sample X, 1

w
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Let QT (o) £ min{t : Px{V (X, F*(X)) <t} >1—a},

aNeP(a) £ max{a Px{X < QN°P(a; X)} > 1 — a}, where
QNP (a; X) £ min{t : Px {V(X'; F*(X)) <t, X' e N(X)} > 1—a}
in population.
Then to achieve the same o, NCP gives smaller expected quantile and can
be more efficient than CP, under some conditions:

Ex[Q""(e; X)) < Q°"(a)
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Experimental Settings

Regression

e Dataset: BlogFeedback, Gas turbine, Facebook i, MEPS ¢

e Model: MLP with 3 hidden layers with 15, 20, 30 nodes

e Non-conformity score: V(x,y*) = |y* — Fy(x)|
Classification

e Dataset: CIFAR10, CIFAR100, ImageNet

e Model: ResNet architectures

° Conformity score: APS, RAPS
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Main Results

Dataset CP NCP
BlogFeedback | 44.79(2.78) | 18.97(2.42)
RAPS | NCP(APS) | NCP(RAPS) Gas turbine 16.69(1.47) | 12.94(1.11)

Model Naive APS
TmageNet(l — a = 0.900)
ResNetI52 | 10.55(0.548) 1T;ic<0.§43) n2.53(0.054) 5240312) | 2.12(0.007) FaCEbOOk_l 50. 96(5 .72) 21.89 (7 .27)
ResNetl01 | 10.85(0.588) | 11.36(0615) | 2.63(0.08) | 5.60(0.278) | 2.25(0.098)
ResNets0 | T2.000.530) | T32400.85) | 294(01089) | 644038T) | 2540.091) Facebook_2 44.12(3.85) | 21.28(6.55)
ResNetl8 | 16.13(0.642) | 17.05(1.100) | 5.00(0.220) | 11.08(0.598) | 4.71(0.251)
ResNeXtI07 18.57(1.05) | 20.57(1.10) | 2.36(0.069) | 8.24(0.388) | 201 0.020) Facebook_3 4698(401) 3973(959)

DenseNetI61 | 11.70(0.730) | 12.86(1.21) | 2.67(0.074) | 5.89(0.447) | 2.29(0.103)
0 28009 TTacebook_4 | 46.78(5.35) | 34.01(11.76)

VGGI6 | 13.91(0.867) | 14.10(0.486) | 3.97(0.098)

Inception 77.51(3.78) | 90.28(4.16) | 5.96(0.373) | 66.29(2.83) | 5.67(0.178) Facebook 5 4535(065) 43473(555)

ShuflleNel | 30.33(1.64) | 34.31(2.10) | 5.53(0.070) | 22.36(1.37) | 5.49(0.131)

ResNetl8 [ 5.07(0.327) \L;bsé%gg:;Tgl;(%ggg [ 3.61(0.164) [ 2.77(0.100) MEPS_19 54.99(2.64) | 35.63(2.54)
A el o | et | G| By | MEPS 20 | 48.85(2.22) | 33.85(3.53)
ResNetl8 1.20(0.016) ‘ (1‘.[;;\((‘:.]()2(11)7\(‘34?093?;)\ 1.07(0.013) ‘ 1.06(0.012) MEPS—ZI 61-46(749) 36401(510)
O I e I EGyy o [ Concrele | 59.27(0.23) | 50.42(062)

(a) Classification (b) Regression

Figure 1: Mean prediction set sizes, with the mean and s.d. over 5 (a) and 10 (b)
runs.
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