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o Consider data {(X;, Y;)}H! € (X,Y) ~™ Px y.
o Let (X,41, Ynt1) be a target data point.
e For a given set {Uy,...., Us}, the rank of U;,j € [n] is defined as

Rank(U, Z]I Ui < Uy),

where I is the indicator function.

Reviewer : Seokhun Park (SNU) StabCP . 5/27



Outline

© Preliminaries

@ Conformal prediction

Reviewer : Seokhun Park (SNU) StabCP



What is conformal prediction 7

@ Conformal prediction is a method for constructing prediction sets that
contain the true outcome and has the following properties.

@ Model-agnostic
@ Distribution-free
@ Applicable to finite data

e We want to find prediction set C,(Xp+1) that is valid in the following
sense:

P(Ynt1 € Ca(Xn41)) 21— 0, (1)

where P =[[7!Px, v. and a € (0,1).
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Let Us,...,Upn, Uny1 be an exchangable and identically distributed sequence
of random variables. Then, for any o € (0,1), we have

Py(Rank(Upt1) < (n+1)(1—-a)) > 1—aq,

where Py is a joint probability distribution for U, ..., Unt1.

@ Lemma 1 means that the probability that U, lies below the lower
100(1 — )% quantile is at least (1 — ).
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Score function (Nonconformity function)

@ Set score (Nonconformity) function S(y,x) which measures
nonconformity (unusualness) of y, i.e., (S(y,x) 1 : y is unusual).
@ Calculate nonconformity values E; = S(Y;, X;) for i=1,...,n+1.

© Generate prediction sets for target data point using quantile of
nonconformity values :

Co(Xpt1) = {z € Y :Rank(z,Xp41) < (n+1)(1 —a)} (2)

@ In other words, prediction set is the set of values considered usual.

@ Choosing the score function is very important.
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Conformal coverage guarantee

o If Eq,....,E,q1 satisfies the conditions (exchangable and identically
distributed), Co(Xp41) is valid, i.e.,

P(Ypy1 € Ca(Xns1)) > 1—a.
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Full Conformal Prediction

@ Let z € ) be a candidate for Y,;1.

@ Let f, be a trained model on the data DU{(Xp+1,2)}.

@ The score function in Full Conformal Prediction is :
EFY"(2) = S(Y;,X;) = (i, :(X;)), fori=1,....n (3)
EFY(2) = S(z,Xns+1) = Uz, F(Xnt1)), (4)

where £ is a real-valued function .e.g., ¢(a,b) = |a— b| for regression
problem.
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Full Conformal Prediction

@ The full conformal prediction set for Y,;1 is given as

CHl(X 1) = {z €Y :Rank(EfY(2)) < (n+1)(1— a)}. (5)

@ Since conformity values {E/*(Y,.1)}"1{ satisfy the conditions of

Lemma 1, CF¥"(X,,11) is valid.
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Split Conformal Prediction

Let Dy = {X;, Y}, be a train set, where m < n.
Let Dea = {Xi, Yi}i 1 be a calibration set.

Let ?ptr be a trained model on the Dy, .

The score function in Split Conformal Prediction is :

EiSplt =S(Y;, X)) = 4(Y;, o, (X;)), fori=m+1,...,n (6)
E’f_ﬁl:{t(Z) = S(Z,Xn+1) = 6(27 /f\:Dtr(Xn'i‘l)) (7)

The following split conformal prediction set is :

CIPHE (X 1) = {z €Y : Rank(E2PT(2)) < (n—m+1)(1 —a)} (8)
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Comparison between Full and Split

@ Full Conformal Prediction

® To compute nonconformity values

{El(z)"",EnJrl(z)}a

we need the trained model ?z for each z € Y.
® That is, this leads to fitting a new model for each z€ Y. It is
computationally very demanding.
@ Split Conformal Prediction

® The prediction model needs to be trained only once on the train data
Dir.

® However, for small datasets, the prediction performance of the trained
model may decrease, leading to a wider conformal prediction set.
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Introduction

@ Under the stability assumption of the prediction model in the full
conformal prediction method, they proposed an algorithm that
generates a prediction set by training the prediction model only once.
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Notation Review

o Let f, be a trained model on the data DU{Xpi1,0}.
e For i€ [n], let

EFYl(z) = SV, X;) = 6(Yi, (X)), (9)

where £ is a real-valued function .e.g., ¢(a,b) = |a— b| for regression
problem.
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Assumption of Stability

Definition 2 (Algorithmic Stability)

A prediction model 7, is stable if for any observed features x;,i € [n+ 1],
there exists stability bounds {7;}"1} such that

’é(q, ?Z(Xi)) _e(q) ?20(Xi))’ S Ti, fOF q,20,2 S R.

@ It means the assumption that when only one element (data point) in
the train data changes, the prediction of the trained models does not
change drastically.
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Stable Conformal Set

Assume that prediction model f is stable, then for a given zg € R, we have
Rank(EF“(2)) > Rank(ES2P"(z, zo)), (10)
where
EPtable(z0) = EFUl(z0) — 71, i=1,..,n (11)
ExiT®(2,20) = (2, Ty (Xnt1)) = o1, (12)
for all z e R.
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Stable Conformal Set

The stable conformal set is defined as

Gate = {26V Rank(EF* (2 2) < (- D)A- )} (13)

Since

{Rank(En+1(Yn+1)) < (n+1)(1 —a)}
(14)
{Rank(ESt"’b/e(Y,,H,zo)) < (n+1)(1 —a)},

the stable conformal set is valid.
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Stability Bound

@ Stability Bound
® Let £ be a loss function used for training prediction model.
® Under the assumptions that the function S(q,-) is p-Lipschitz and a
loss function L is y-Lipschitz, they calculated 7;, which depends on p

and 7.

@ Problem
® Since the Lipschitz constants are not unknown, the stability bound 7; is

tuned as a hyperparameter.
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Thank You
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