
Vision Transformer

서울대학교 IDEA 연구실

석사과정 신윤섭





OUTLINE

01    Vision Transformer
02 Comparison
03 Experiment
04 Self-Supervised Learning



01. Vision Transformer

• The Transformer algorithm was first proposed in a paper published in 2021 by researchers from 

Google Brain.

• In vision, attention is either applied in conjunction with convolutional networks, or used to replace 

certain components of convolutional networks while keeping their overall structure in place.

• In this review, we will explore how images are applied to transformers and examine the differences 

between transformers in ViT and LLM. Additionally, we will briefly discuss self-supervised learning 

using ViT.



01. Vision Transformer

• ViT is used for image classification tasks.

• ViT use Encoder part of Transformer.

• ViT divides an image into multiple 
patches and then feeds them into the 
transformer as input.



P
P

N

. . .

• H and W represent the number of pixels 
in an image.

• C represent channel of image.

• The image is divided into patches 
and flattened into vectors.

https://www.youtube.com/watch?v=7lxKirsixuQ
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• The flattened vectors are linearly 
projected into D-dimensional vectors 
through a linear transformation.

• Note that this linear transformation is a 
learnable matrix that is trained.

https://github.com/lucidrains/vit-pytorch/blob/main/vit_pytorch/vit.py



01. Vision Transformer

https://dkamatblog.home.blog/2021/08/05/vision-transformers-vit/



01. Vision Transformer

• Concatenate the class embedding, which is used to learn the representative characteristics 
of the entire image.

• And then add the position embedding that provides positional information.



01. Vision Transformer

• Note that the class embedding and position embedding are also learnable.

https://github.com/lucidrains/vit-pytorch/blob/main/vit_pytorch/vit.py
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01. Vision Transformer

• We use only the transformer output 
token corresponding to the class 
embedding position for the 
classification task.

• If you are interested in using all 
tokens, refer to 'All Tokens Matter: 
Token Labeling for Training Better 
Vision Transformers' by Zihang
Jiang (2021).



02. Comparison

Original 
Transformer 
Encoder

ViT
Transformer 
Encoder

• While the original transformer applies normalization 
after the attention block, ViT applies normalization 
before the attention block.

• While the original transformer uses the ReLU
function in the MLP process, ViT uses GeLU.

• In the original transformer, positional embeddings 
are fixed vectors, but in ViT, they are learnable 
parameters.



03. Experiment

(JFT)
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04. Self-Supervised Learning

• ViT benefits from being trained on large datasets and is used as a pre-trained model for 

transfer learning.

• However, in reality, do large datasets always have labels?   No!!

• In such cases, how can we train ViT?



04. Self-Supervised Learning

https://developers-shack.tistory.com/13
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