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Sequence-to-Sequence (seq2seq) Models

= Machine Translation Problem

= Given a sentence in one language, the task is generating a sentence of same meaning in another |

anguage.

Spanish v - English

Vivo en un X | live in a small town
pueblo pequeno on a mountain with
en una montana my wife and two
con mi mujery children.

dos hijos
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Sequence-to-Sequence (seq2seq) Models

= Encoder-Decoder

213 (Encoder)
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Review : RNN Trade-offs

= RNN is not perfect yet :

= |ssue 1) RNNs suffer from exploding/vanishing gradient problem, and thus it's hard to model

long-range dependency. — LSTM/GRU

= [ssue 2) many-to-many RNN is not flexible enough to deal with input/output sequences

of different length. — Seqg2seq model



Sequence-to-Sequence Models

= Many-to-Many RNN
= Input: (xq, .., x7)

= Output : (§4, ..., 97)

Y1 Y2 Y3
A A A
hy hy hy
hh tanh hh tanh hh tanh
ho > fW > hl > fW > h2 > fW > h3
A A A
xh xh xh
X1 X2 X3
For binary classification: For regression:

y h y h



Sequence-to-Sequence Models

Machine Translation Problem

Do you see any problem?

I live in a small town
Y1 Y, V£ Ya Ys Ve
A y N A y N y N A
» f > h » f > h » f > h > f > h » f > h » f » h —>
0 W 1 W 2 W 3 W 4 W 5 W 6
A A A A A A
X4 Xy X3 Xy Xg Xg
Vivo en un pueblo pequefio en




Sequence-to-Sequence Models

= Machine Translation Problem

= QOur RNN assumes 1:1 relationship. For machine translation,

Sentence length varies by language.

* Input length = output length o
Word may appear in different order!

« Semantics of input[k] = output[k].

| live in a small town

pequefio




Sequence-to-Sequence Models

= Encoder-Decoder Structure
= |et's step back to the original encoder structure, without outputting at each step:
Encoded infor Encoded infor Encoded informa

mation : .
« at. ?Vi\a/lg(;lﬁ mation about  tion about X s
P oL X1, “Vivoen  “Vivo en un puebl

Randomly initia  Encoded infor Encoded infor
lized. No inform  mation about mation about

ation yet. X, “Vivo” X150 “Vivo en’ un
un pueblo” 0 pequefio”
> f o DL, g o N L f of DL o N g N LI R SN,
0 w 1 w 2 w 3 w 4 w 5 w 5
A A A A A A

Vivo en un pueblo pequefio en




Sequence-to-Sequence Models

» Encoder-Decoder Structure

- A At the end of the sequence, h,; encodes the entire seq
uence Xj.is:

“Vivo en un pueblo pequeio en una montafia con mi m
ujer y dos hijos.”
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Sequence-to-Sequence Models

= Decoder : Auto-Regressive Generation

At each step, given a hidden state (expected to carry information about input sequence; context) and the last output (indicati
ng where we are), it decides the next output token.

_ Output the first token (e.g., the first Loss is computed by comparing each output token with
I/ word in English sentence) the ground truth (English sentence).

Initialized as the last hih -
dden state ofthe enco ~ ~ = - - o —> Y — Y, «—
der d R " Y1 Yo Yo V) Y3
’ A A A
_
3
hO > fW o h 1 > h2 > fW > h3
A A A
[
. . I
A special token in I
dicating the first ti .
Auto-regressive in ~
me step. <S0S> .
<Start of Sentence> pUt from the previo
\ 4

us output.




Sequence-to-Sequence Models

= Decoder : Auto-Regressive Generation

= Auto-regressive input: the lagged (auto-regressive) values of the time series are used as inputs.

Loss is computed by comparing each output token with

_ Output the first token (e.g., the first the ground truth (English sentence).

7 word in English sentence)

Initialized as the last hi N
dden state of the enco S~ Y «— T «—> o -—
der " Y1 " Y1 Y2 "l Y2 Y3 [T Y3
' A A A
_
=
hO > fW D> h 1 > fW > hz > fW > h3
A A A A
I
: . I
A special token in I
dicating the first ti Auto-regressive in
me step. <S0S> v - . o
ot onnces Y1 put from the previo y>
\ A A us output.
S - \
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Sequence-to-Sequence Models

= Decoder : Teacher Forcing

= At training, we use the ground truth y, ; as input, because the model needs to learn what to output from the correct i

nputs.

« Otherwise, the model may not train anything at the beginning!

<S0S> y 1 y 5




Sequence-to-Sequence Models

= Decoder : Teacher Forcing

= At inference, we do not have access to the ground truth vy,

so we actually feed the previous output ¥, ; auto-regressively.

Yi [ N1 Yo [ Y2 Y3 [ Y3
A A A
h 0 > fW > h il > fW > h 2 > fW > h 3
A A A
<S0S> y 1 y2
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Sequence-to-Sequence Models

Overall Sequence-to-Sequence (seg2seq) Model

Many-to-one as encoder, then one-to-many as decoder.

The input sequence is encoded as a single vector at the end of the encoder.

From this single vector, the decoder generates output sequence.

live

"Vivo en un pueblo pequefio en una y y y
montafia con mi mujer y dos hijos.” Y1 . Y2 Ys
\ |
ho > > hl —> f > h2 —> f > h3 o= S > f > S —> f > S f > S
W W W 1 W 2 w 3
A A A A A
X X <S0S 9 9
2 3 g
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Comments / Q&A
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