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Problem of RNN
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Problem of RNN
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e net; (t—m)
the aggregated input received by neuron [ at time t — m.

° fl:'n (net; (t — m))

the derivative of the activation function f at neuron [ in layer m.
® wlmlm—l

the weight of the connection from neuron [ in layer n — 1 to neuron [ in layer m



Problem of RNN

° |fl/m (net; (t—m))w; ;| > 1.0

: gradient exploding problem

° |fl;1(net1m (t—m)wy; | <10

: gradient vanishing problem



Naive approach of avoiding gradient vanishing

* Asingle Unit
l?j(t) — j;.’(netj(t))z?j(t—i— 1)wﬁ.
fj’(netj(t))wjj = 1.0.
* The Constant Error Carousel (CEC)
net;(t)

y/j

fi(netj(t)) =

yj(t-l— 1= ﬁ'(ﬂﬂfj(f-{- 1)) = ﬁ(wﬂyi’(t)) = y](f)

fi(®) = x, Vx, and by setting w;; = 1.0.



The concept of LSTM
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The concept of LSTM

Je=0(Wy-[he_1,2] + by)

LSTME| forget gate layer



The concept of LSTM

?:t =0 (H"vt , [.hf__l.:r:t] + bi)
Cy= tanh(We-[hi—1, 2] + be)

LSTME! input gate layer



The concept of LSTM
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The concept of LSTM

fu_1

b,

> oo =0 (W [h—1,2¢] + bs)
oy ()
hy = o; * tanh (C;)
ﬂ hy
LSTM2] output gate layer
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Advantages of LSTM

* Long Time Lags
* Generalization
* Parameter Robustness

* Computational efficiency
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Limitation of LSTM

* Delayed XOR Problem

* Very long sequences

* Counting Discrete Time Steps
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