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Problem of RNN

Long-term dependency problem



Problem of RNN



Problem of RNN

: gradient exploding problem

: gradient vanishing problem



Naïve approach of avoiding gradient vanishing  
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• A single Unit

• The Constant Error Carousel (CEC)



The concept of LSTM
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The concept of LSTM
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The concept of LSTM
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The concept of LSTM
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Advantages of LSTM
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• Long Time Lags

• Parameter Robustness

• Generalization

• Computational efficiency



Limitation of LSTM
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• Delayed XOR Problem

• Very long sequences

[0,1,0,0……….,1,0]

• Counting Discrete Time Steps
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