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Introduction

• Generator is trained to generate fake images which is similar to
real images.

• Discriminator is trained to discriminate between real and fake
images. 4
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Introduction

• They proposed the new GAN structure which is interpretable.

• They force filters in the generator to have meaningful visual
concepts without any manual annotations for visual concepts.

• They expect each filter in the layer have identical visual
concept for any input.
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Model design

• Suppose that z1, ..., zN ∈ Rd is the input latent vector.

• Suppose that there are C unique visual concepts and M filters
in the generator.

• Let Q = {q1, ..., qM} be a partition of filters. In other words,
qj ∈ {1, ...,C} means j-th filters have qj visual concept.
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Learning Q

• Let fG (zi ) = [f 1
i , ..., f

M
i ], f ji ∈ RK be a feature map from j-th

filter.

• We denote F j = [f j1 , ..., f
j
N ] as the feature map of j-th filter

from dataset.

• Pθ(F
j) =

∑
c=1,...,C Pθ(q

j = c)Pθ(F
j |qj = c) where

Pθ(F
j |qj = c) means the probability of j-th filter’s feature

maps in the c-th group.

• We can obtain MLE θ̂ with f ji |qj = c ∼ N(µc , σ
2
c I ) where

θ = (pc , µc , σ
2
c ).

• Therefore, we can obtain the group set Q by
qj = argmaxqj Pθ̂(q

j |F j)
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Realism of generated images

• Given the partition Q for each filters, the realism of generated
images can be decreased.

• To solve this problem, they used energy-based model.

• Lreal(W ,G ) = − 1
N

∑N
i=1 logPW (fG (zi )|Q)

where

PW (fG (z)|Q) =
1

Z (W )
exp(gW (fG (z))) (1)

=
1

Z (W )
exp(

M∑
j=1

C∑
c=1

[Wjc · (f j ⊙ f̄ c)]) (2)

Z (W ) =
∫
exp(gW (fG ′(z))dz : normalized constant.
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Interpretability of filters

• They expect each filters in the same group to have same visual
concept and filters in the different group to have different
visual concept.

• In other words, filter f j in the c group have to be closed to the
group f̄ c .

• Linterpret(W )

=
∑M

j=1
∑C

c=1
∑K

k=1 −I(qj = c)Wjck + λ1I(qj ̸= c)Wjck .

where λ1 > 0.

10



• If Wijk > 0, gW (fG (z)) forces fj to be closed to the f̄ c where
fj is the function map which is in the group c .
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Loss

• Loss = LGAN + λ1Lreal(W ,G ) + λ2Linterpret(W )
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Experiments

• They modify specific visual concepts on generated images. To
be specific, they exchanged a specific visual concept between
paris of images by exchanging the corresponding feature maps
in the generator.
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