Interpretable GAN

January 24, 2024

Reviewr : Park Seok Hun



Table of Contents

@ GAN

Introduction

@ Interpretable GAN
Introduction
Algorithm

Experiments



Table of Contents

@ GAN

Introduction



Introduction

'_ Discriminator Network ‘ Predicted Labels
D-dimensional

noise vector

- Generator Network _'

® Generator is trained to generate fake images which is similar to
real images.

e Discriminator is trained to discriminate between real and fake
images. 4
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Introduction

® They proposed the new GAN structure which is interpretable.

® They force filters in the generator to have meaningful visual
concepts without any manual annotations for visual concepts.

® They expect each filter in the layer have identical visual
concept for any input.



Model design

® Suppose that zi, ..., zy € R? is the input latent vector.

® Suppose that there are C unique visual concepts and M filters
in the generator.

e Let Q= {q', ..., g™} be a partition of filters. In other words,
¢/ € {1,..., C} means j-th filters have ¢/ visual concept.



o Let fg(z) = [f, ..., £M], fl-j € RX be a feature map from j-th
filter.

e We denote F/ = [flj, ey f,JV] as the feature map of j-th filter
from dataset.

® Py(F/) =21 cPo(d = c)Po(F/|¢/ = c) where
Py(F/|¢/ = c) means the probability of j-th filter's feature
maps in the c-th group.

® We can obtain MLE @ with f/|qJ = ¢ ~ N(pc,021) where
0 = (pe, e, 02).

e Therefore, we can obtain the group set Q by
¢ = argmax Pé(q/\Fj)



Realism of generated images

® Given the partition Q for each filters, the realism of generated

images can be decreased.

® To solve this problem, they used energy-based model.

® Lreal(Wv G) = _% le\lzl log PW(fG(ZI)’Q)

where
Pulfs(2)IQ) = (IW)exp(gw(fG(z») 1)
- (1 )epoZ[ c(Fof)) (@

j=1c=1

Z(W) = [ exp(gw(fe'(z))dz : normalized constant.



Interpretability of filters

® They expect each filters in the same group to have same visual
concept and filters in the different group to have different
visual concept.

e |n other words, filter f/ in the ¢ group have to be closed to the
group f°€.

° Linterpret(W)
=M S SR I = )Wk + Ml(q) # ) Wiek

where A\; > 0.
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o If Wi >0, gw(fc(z)) forces f; to be closed to the ¢ where
fj is the function map which is in the group c.
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Loss

® Loss = Lean + A1 Lrea/(Wa G) + )‘2Linferpfef(W)
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Figure 4: (a) Comparisons of receptive fields (RFs) between
the center of a group and each filter in the group. (b) Pro-
portions of filters representing different visual concepts. (c)
Filters learned with different values of C'.
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® They modify specific visual concepts on generated images. To
be specific, they exchanged a specific visual concept between
paris of images by exchanging the corresponding feature maps
in the generator.
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