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Fairness in Recommendation

• Several works exist that deal with fairness in recommendation systems
• While these models successfully mitigate unfair recommendation

results to some extent, they still suffered from a substantial drop of
recommendation accuracy

• Authors propose a novel two-fold MI based objective from both the
user side and item side

• Authors propose the FairMI framework for emedding fairness in
CF-based recommendations
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Preliminaries

• U : user set (|U | = M), V : item set (|V | = N)
• R ∈ RM×N : user-item interaction
• ruv: takes 1 when user u has interacted with item i, takes 0 if not
• G =< U ∪ V,A >: user-item bipartite graph

Mutual Information
• Shannon entropy-based measurement for the dependence between two

random variable
I (X;Y) = H(X)−H (X|Y) (1)
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Architecture

• 1 sensitive attribute encoder, 1 interest encoder, 2-fold MI based
objective

• Basic idea: decompose the embedding e into a sensitive-aware
embedding es and a sensitive-free embedding ez

Figure 1: Overall architecture
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Sensitive Attribute Encoder

hk+1
v = GCN

(
hk
v ,
{
hk
u : u ∈ Rv

})
hk+1
u = GCN

(
hk
u,
{
hk
v : v ∈ Ru

}) (2)

• Ru and Rv denote neighboring nodes of user u and item v

• output: esu = hK
u , esv = hK

v

• Apply a sensitive attribute classifier S: âu = S(esu)

min
θS ,Es

LA = − 1

M

M∑
u=1

au log (âu) (3)
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Interest Encoder

User condition
1 Sensitive-free user embedding ezu should have no MI with

sensitive-aware user embedding esu

2 Sensitive-free user embedding ezu should have maximum MI with user
interactions Ru, conditioned on sesitive-aware user embedding esu

Item condition
3 Sensitive-free item embedding ezv should have no MI with

sensitive-aware item embedding esv

4 Sensitive-free item embedding ezv should have maximum MI with user
interactions Rv, conditioned on sesitive-aware item embedding esv
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Interest Encoder

• Condition 1&3 → minimize I (ezu; e
s
u) and I (ezv; e

s
v)

• Condition 2&4 → maximize I (ezu;Ru|esu) and I (ezv;Rv|esv)

Overall loss
min
Ez

Lall = Lrec + LMI (4)

where Lrec can be any recommendation loss (e.g. BPR loss)
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MI Upper Bound

Proposition 1
Given esj ∼ p(esu), if the conditional distribution p (esu|ezu) is known, then

I (esu; e
z
u) ≤ E

log p (esu|ezu)− 1

M

M∑
j=1

log p
(
esj |ezu

) (5)

min
qϕ

DKL [qϕ(e
s
u|ezu)||p(esu|ezu)] (6)

min
ezu

Luser
upper

=
1

M

M∑
u=1

log qϕ (esu|ezu)− 1

M

M∑
j=1

log qϕ
(
esj |ezu

) (7)
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MI Lower bound

Due to the high-dimension and sparsity of the user historical interactions,
authors leverage a pre-trained models (e.g., BPR, LightGCN) to generate
low-rank embedding pu to denote Ru.

Proposition 2
Given pu, e

z
u, e

s
u ∼ p (·, ··), pj ∼ p (pu|esu), with a score function f , we have

I (ezu;pu|esu) ≤ E

[
log

exp f(pu, e
z
u, e

s
u)

1
M

∑M
j=1 exp f(pj , ezu, e

s
u)

]
(8)

max
ezu

Luser
lower

=
1

M

M∑
u=1

[
log

exp (sim (pu, w (ezu, e
s
u, α)))

1
M

∑M
j=1 exp (sim (pj , w (ezu, e

s
u, α)))

]
(9)

where w (ezu, e
s
u, α) = ezu + α · esu. (f : weighted cosine similarity)
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MI bounds

Two-fold MI based loss

LMI = β
(
Luser

upper + Litem
upper

)
− γ

(
Luser

lower + Litem
lower

)
(10)
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Datasets

• MovieLens-1M
• Lastfm-360K
• Sensitive attribute: gender
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Evaluation Metrics

Replacement of DP

∀v ∈ V, fv
G0

=

∑
u∈G0

Iv∈TopKu

|G0|
, fv

G1
=

∑
u∈G1

Iv∈TopKu

|G1|
fG0 =

[
f1
G0

, . . . , fv
G0

, . . . , fN
G0

]
, fG1 =

[
f1
G1

, . . . , fv
G1

, . . . , fN
G1

] (11)

• G0, G1: user group with different sensitive
• TopKu: Top-K ranked items for user u

DP@K = JSD(fG0 , fG1) (12)

Replacement of EO
similar

Jihu Lee, Jinwon Park (SNU) FairMI March, 21, 2024 15 / 18



Accuracy and Fairness Performance

Figure 2: MovieLens-1M
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Model Analysis

• (Ablation study) Effectiveness of Lower bound and Upper bound
• (Parameter sensitivity analysis) different β and γ
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