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Background

Fine tuning



Background

BERT uses a bidirectional Transformer (encoder)

OpenAI GPT uses a left-to-right Transformer (decoder)

ELMo uses the concatenation of independently trained
Left-to-right and right-to-left LSTMs.





Embedding



Pre-training BERT

Task #1: Masked LM



Pre-training BERT

Task #2: Next Sentence Prediction (NSP)





Fine-Tuning exemples



Ablation studies

Effect of Pre-training Tasks Effect of Model Size

Base

Large



BERT vs GPT

BERT GPT

Bidirectional LM Left to Right LM

Fine - tunning No Fine - tunning

Only Encoder Only Decoder



Conclusion

Pre-training and Fine tuning model 

Bidirectional model

State-of-the-art (SOTA)


