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Introduction

1 Challenge
▶ Existing fair anomaly detection approaches mainly focus on

association-based fairness notions.

2 Contribution
▶ CFAD model: Counterfactually fair anomaly detection.
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Related Work

1 Counterfactual fairness.
▶ A distribution over possible predictions for an individual

should remain unchanged in a world where an individual’s
protected attributes had been different in a causal sense.

2 Definition
▶ (Counterfactual fairness). Predictor Ŷ is counterfactually fair if

under any context X = x and A = a,

P
(
ŶA←a(U) = y | X = x ,A = a

)
= P

(
ŶA←a′(U) = y | X = x ,A = a

)
,

for all y and for any value a′ attainable by A.
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Related Work

1 Definition

P
(
ŶA←a(U) = y | X = x ,A = a

)
= P

(
ŶA←a′(U) = y | X = x ,A = a

)
,

2 Intervention on variable Vi

- substitution of equation Vi = fi (pai ,Upai ) with the equation Vi = v

3 Counterfactual
- YA←a(u) or Ya : the value of Y if A had taken value a Causal model
is defined by (U,V ,F )

▶ V : observable variables
▶ U : set of latent background variable, which are factors not caused

by V

▶ F is a set of functions {f1, . . . , fn} such that Vi = fi (pai ,Upai )

where pai ⊆ V \ {Vi} ,Upai ⊆ U

▶ pai refers to the "parents" of Vi
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▶ V : observable variables
▶ U : set of latent background variable, which are factors not

caused by V

▶ F is a set of functions {f1, . . . , fn} such that Vi = fi (pai ,Upai )

where pai ⊆ V \ {Vi} ,Upai ⊆ U

▶ pai refers to the "parents" of Vi

▶ A : sensitive attributes
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1 Causal Structure Discovery

2 Generating Counterfactual Data

3 Fair Anomaly Detection
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Methodology

Fair Anomaly Detection

1 θ2 : Encoder model parameters

2 ϕ2 : Decoder model parameters

3 Dϕ2 : Decoder

4 Eθ2 : Encoder

5
(
d (n)

)N
n=1 =

[
s(n, x (n

]
: A training set

6 s(n) : A binary sensitive variable

7 x (n) : All other variables

8 Cψ : Discriminator

9 z(n) : The hidden representations

10 g(x) : Anomaly score function

11 x
(n)
cf : Generated counterfactual data
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Methodology

Counterfactual fairness is defined as

Definition
An anomaly detection model is counterfactually fair if for each
individual n we have g

(
x (n)

)
= g

(
x
(n)
cf

)
.
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Methodology

Fair Anomaly Detection

1 Objective function of AE

LAE (θ2, ϕ2) =
1

2N

N∑
n=1

∥∥∥d (n) − Dϕ2 ◦ Eθ2
(
x (n)

)∥∥∥2

2

min
θ2,ϕ2

max
ψ

LAE (θ2, ϕ2) + λLC (θ2, ψ) ,

2 Objective function of discrimminator

LC (θ2, ψ) =
1
N

N∑
n=1

[
log

(
Cψ

(
z (n)

))
+ log

(
1 − Cψ

(
z
(n)
cf

))]
3 Anomaly score

g(x) = ∥x − Dϕ2 ◦ Eθ2(x)∥
2
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Experiment

Datasets & evaluation metric

• Datasets: We conduct experiments on a synthetic dataset and two
real-world datasets, Adult and COMPAS.

• Synthetic Dataset: We first build a synthetic dataset with 21
variables where we can obtain the ground truth of counterfactuals.

• Evaluation metrics: AUC, PRAUC, Macro F1-score

Macro F1 =
1
N

N∑
i=1

F1i
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Experiment

• Counterfactual fairness metric

changing ratio =

∑N
n=1 1

[
ŷ (n) ̸= ŷ

(n)
cf

]
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Conclusion

• CFAD is able to effectively detect anomalies and also ensure
counterfactual fairness.
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