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Introduction

• With the increasing interest in Deep Learning and AI, the importance of
fairness has come to the forefront. However, most fairness research assumes
centralized learning where data is concentrated on main server.

• Apart from fairness, there’s also a growing interest in data privacy, with
Federated Learning(FL) being one method to address it.

• This paper proposes one approach to enhancing group fairness in the
decentralized data setting of Federated Learning, named FairFed.



Related Work



Federated Learning

▶ Federated Learning is a decentralized machine learning approach where
models are trained collaboratively across multiple clients while keeping
data localized.

Figure 1: Federated learning general process,
https://en.wikipedia.org/wiki/Federated_learning



Related Work

▶ Fairness in Federated Learning
1. client-based fairness (Li et al. 2019; Mohri, Sivek, and Suresh 2019)

- aim to equalize model performance across different clients.
2. collaborative fairness (Lyu et al. 2020; Wang et al. 2021)

- aim to reward a highly-contributing participant with a better performing local
model than is given to a low-contributing participant.



Related Work

3. group fairness
3-1) (Zhang, Kou, and Wang 2020; Du et al. 2021; Galvez et al. 2021) try to distributively

solve an optimization objective with fairness constraints,
which requires each client to share the statistics of the sensitive attributes of its
local dataset to the server.

3-2) In (Zeng, Chen, and Lee 2021), an adaptation of the FairBatch debiasing algorithm
(Roh et al. 2021) is proposed for FL where clients use FairBatch locally and the
weights are updated through the server in each round.

3-3) In (Papadaki et al. 2021), an algorithm is proposed to achieve minimax fairness in
federated learning.

• Above methods, the server require each client to explicitly share the
performance of the model on each subgroup separately.
ex. males with +ve outcomes, females with +ve outcomes, etc



FairFed: Fairness-Aware Aggregation in
FL



Notation

▶ Federated Learning Setup

• clients : C ∈ {1, . . . ,K}
• local dataset of client k : Dk of size nk

• feature, label, and sensitive attribute : (X, Y, A) ∈ D
• local objective of client k : Lk(θ) =

1
nk

∑
(X,Y,A)∈Dk

ℓ(θ,X, Y )

⇒ Find θ∗ = argmin
θ

∑K
k=1 wkLk(θ), where wk ≥ 0,

∑
wk = 1

∗ In the federated averaging algorithm FedAvg, wk = nk
n
, where n =

∑K
k=1 nk



Notation

▶ Group Fairness
In this paper, they primarily consider Equal Opportunity.

• Global group fairness
Fglobal = Pr(Ŷ = 1|A = 0, Y = 1)− Pr(Ŷ = 1|A = 1, Y = 1)

• Local group fairness
Fk = Pr(Ŷ = 1|A = 0, Y = 1, C = k)− Pr(Ŷ = 1|A = 1, Y = 1, C = k)



FairFed: Fairness-Aware Aggregation in FL

• Clients are assumed to use their own in-processing methods to improve local
group fairness.

• Recall that in the t-th round in FedAvg, local model updates {θtk}Kk=1 are
weight-averaged to get the new global model parameter θt as :
θt =

∑K
k=1 w

t
kθ

t
k , where the weights wt

k = nk/
∑

k nk

⇒ A fairness-oblivious aggregation would favor clients with more datapoints.

• In this paper, they propose a method to optimize Fglobal via adaptively
adjusting the aggregation weights of different clients based on their Fk



FairFed: Fairness-Aware Aggregation in FL

▶ Computing Aggregation Weights for FairFed

• At the beginning of training, w0
k = nk/

∑K
k=1 nk

• The weight update follows this formular ∀k ∈ {1, . . . ,K} :

∆t
k =

{
|Acctk −Acct| if F t

k is undefined
|F t

global − F t
k| otherwise

,

ω̄t
k = ω̄t−1

k − β

(
∆k −

1

K

K∑
i=1

∆i

)
, ωt

k =
ω̄t
k∑K

i=1 ω̄
t
i

.

where Acctk and Acct represent the local accuracy at client k and global accuracy.

• We need to compute F t
global, while ensuring that raw local data is not directly

transferred to server.
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▶ Decompose Fglobal for the FL scenario.

Fglobal = Pr(Ŷ = 1 | A = 0, Y = 1)− Pr(Ŷ = 1 | A = 1, Y = 1)

=

K∑
k=1

nk

n

[
Pr(Ŷ = 1 | A = 0, Y = 1, C = k) Pr(A = 0, Y = 1 | C = k)

Pr(Y = 1, A = 0)

−Pr(Ŷ = 1 | A = 1, Y = 1, C = k) Pr(A = 1, Y = 1 | C = k)

Pr(Y = 1, A = 1)

]
︸ ︷︷ ︸

mglobal,k

⇒ If each node knows the value of Since mglobal,k can be computed locally in
each node, aggregate it using the Secure Aggregation (SecAgg) algorithm.
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▶ Framework and Algorithm

Figure 2: FairFed framework and algorithm



Experiments



Setup

▶ Dataset and sensitive attribute

(1) Adult dataset : sex
(2) COMPAS dataset : race (white or non-white)

▶ Configurable data heterogeneity for diverse sensitive attribute distributions

• They draw qk ∼ Dir(αp) for each client k, where p represents the proportions
of sensitive attributes and α be a hyperparameter.

• Then, the number of samples corresponding to qk of the sensitive attribute is
assigned to the client.

Figure 3: Synthetic populations with non-identical clients on CIFAR-10.



Setup

▶ Baseline

• FedAvg: the original FL algorithm for distributed training of private data.

• FedAvg + Global reweighting [Global RW] (Abay et al. 2020): A differential-
privacy approach to collect noisy statistics such as the number of samples
with privileged attribute values (A=1) and favorable labels (Y =1) from clients.

• FedFB (Zeng, Chen, and Lee 2021): An in-processing debiasing approach in FL
based on FairBatch.



Result

▶ Result
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